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Abstract—This paper has proposed the use Latent Semantic 

Indexing (LSI) to extract semantic information to make the best 

use of the existing knowledge contained in training sets: 

Semantic Characterisation (SemC). SemC uses LSI to capture 

the implicit semantic structure in documents by directly 

applying category labels imposed by experts to make semantic 

structure explicit. The training set filtered by SemC is tested on 

a supervised automated text categorisation system using 

Support Vector Machine as classifier. Category by category 

analysis has shown the ability to bring out the semantic 

characteristics of the datasets. Even with a reduced training set, 

SemC is able to overcome the generalisation problem due to its 

ability to reduce noise within individual categories. Our 

empirical results also demonstrated that SemC managed to 

improve categorisation results of heavily overlapping categories. 

Empirical results also showed that SemC is applicable to a 

various supervised classifiers. 

 
Index Terms—Automated text categorisation, dataset, latent 

semantic indexing.  

 

I. INTRODUCTION 

Even though automated text categorisation (ATC) 

attempts to mimic the categorisation model of human experts, 

current supervised ATC systems tend to merely exploit the 

information captured from a set of pre-determined documents 

class label assignments. During the process of human 

assignment of class labels, a great deal of implicit knowledge 

is employed. This knowledge is however not made explicit 

and systematically captured during the process of manually 

classifying documents.  Reasons why a document is assigned 

to a particular class, if captured effectively, could provide 

valuable information for knowledge intensive tasks such as 

text categorisation. 

When a document is determined to belong explicitly to 

exactly one category, (which is typical for most classified 

datasets) single-class category labels are assigned despite of 

document content overlaps with other categories. The 

existence of content overlaps across classes tends to 

complicate learning process [1]. Efforts that have been taken 

to overcome this problem [2] mainly concentrate on very 

specific domains or involves the addition of unlabelled 

training sets, thus, causing overfitting.   

This paper explores the discovery of intrinsic patterns and 

characteristics of datasets in an effort to determine the 

characteristics of datasets that influence the performance of 
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classifiers. Latent Semantic Indexing (LSI) [3] has been 

applied as a means of extraction of latent document 

dependency structures [4]. The relationships between 

extracted information about datasets are explored through an 

analysis of text categorisation results. 

 

II. SEMANTIC CHARACTERISATION: ALGORITHM 

Semantic Characterisation algorithm: 

For training set, Tr with predefined categories, C 

Where category labels, Ci; i = number of categories in Tr 

Let Tc = set of positive examples for Ci 

Let X̂ =Reduced singular value decomposition of the term 

x document matrix for Tr, 

For category Ci, 

Using Ci as query (query terms selection according to the 

validity), 

LSI retrieval is performed on (by ignoring the predefined 

labels) 

Let Tl = set selected by LSI 

Let Ts = Tl Tc which represents the positive examples in Tr 

and LSI 

Let T’ = Ts for all C 

Train supervised classifier h using Naïve Bayes / SVM on 

T’ 

This work differs from other works that employ LSI, 

whereby LSI is not used as a feature extraction method or by 

manipulating LSI‟s vector spaces like existing supervised 

LSI methods [5] – [8], SemC, on the other hand, makes use of 

the existing categorical information and LSI‟s retrieval 

method; query technique and manipulation of the retrieval 

results of LSI to re-model the training sets. Thus, our 

approach explicates the meaning of training sets and queries 

applied to become directly interpretable by users while 

uncovering valuable category knowledge used by experts 

when performing document classification.  

The knowledge contained in the training sets can then be 

manipulated through the selection of query terms. Hence, this 

eliminates the need to perform singular value decomposition 

locally for each separate category. SemC as such, does not 

require additional knowledge to be elicited from experts, as it 

is able to make use of latent document-term distribution 

patterns as contained the training set. The application of 

SemC results in a significantly reduced training set derived 

from the intrinsic text content characteristics of the training 

set. 

SemC has been tested on a probabilistic classifier: 

multinomial Naïve Bayes (MNB) and has shown promising 

results [9]. This paper then reports the findings of 

experimentations in applying SemC in conjunction with the 

SVM classifier. 

Semantic Characterisation: Knowledge Discovery for 

Training Set 

Tan Ping Ping, Narayanan Kulathuramaiyer, and Azlina Ahmadi Julaihi 

International Journal of Innovation, Management and Technology, Vol. 4, No. 1, February 2013

59DOI: 10.7763/IJIMT.2013.V4.357 



  

III. METHODOLOGY 

The experiments were conducted comparing SemC‟s 

filtered training set contrasting it with the full training set 

used as a baseline. For SemC filtering, the Reuters-21578 [10] 

top ten categories training set were prepared for LSI retrieval 

using the General Text Parser (GTP) system [11] with 

category labels used as queries. Then the retrieved 

documents are placed for SemC filtering.  SemC‟s filtered 

category by category training sets were combined to form a 

complete training set with positive and negative examples. 

The reduced training set was fed to the text processing system 

[12] as training set. For the baseline the full training set was 

used by the ATC system as training set. The testing set used 

for both experiments were the same, using original 

documents from the dataset without perfoming  SemC 

filtering. 

The Waikato Environment for Knowledge Analysis 

(WEKA) [13] was used for Machine Learning (ML). 

WEKA‟s sequential minimal optimization model of SVM 

was used for the experiments. The categorisation results 

using SemC‟s filtered training set was then compared directly 

with the results from the full training set.  

 

IV. RESULTS AND ANALYSIS 

The effectiveness of LSI as a retrieval method is shown in 

Table I. The overall categorisation result is shown in Fig. 1. 

SemC‟s degree of reduction was affected by the intrinsic 

characteristics of the dataset for each of the categories. 

Although SemC‟s reduced training set represents a subset of 

features from the original training set, the training feature 

spaces produced for both sets have differing terms 

occurrences due to differences in the number of training set 

documents. These training sets then produced different 

margins of separations for positive and negative examples. 

Incorporating the latent semantic structure and class 

information of the dataset, SemC was able to isolate 

meaningful documents and has shown to eliminate noise in 

the training set. This shows that by employing the latent 

semantic structure, as a basis for training set reduction, the 

overall categorisation performance increases regardless the 

number of training set used. This has resulted in a compact 

representation of the categories without compromising on 

categorisation quality. 

Reuters-21578 (Top 10 categories) : SVM
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Fig. 1. Overall categorisation results. 

TABLE I: SEMC FILTERING RESULTS ON REUTERS-21578 TOP TEN MOST 

COMMON CATEGORIES. 

Category 

No. of Training 

Documents 

Number of 

Documents 

Retrieved by 

LSI 

Reduction 

(%) 

SemC Original 

Acquisition / 

merger 
1248 1650 1434 

24.4 

Corn 109 181 390 39.8 

Crude oil 346 387 753 10.6 

Earnings and 

earning 

forecast 

503 2862 629 
82.4 

Grain 153 429 445 64.3 

Interest rate 229 345 624 33.6 

Money 

foreign 

exchange 

312 535 852 
41.7 

Shipping 164 192 529 14.6 

Trade 336 367 781 8.5 

Wheat 188 212 603 11.3 

Total 3588 719  49.9 
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(a) Category „Acquisition / Mergers‟ 

SVM : Corn
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(b) Category „Corn‟ 

SVM : Crude Oil
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(c) Category „Crude Oil‟ 

International Journal of Innovation, Management and Technology, Vol. 4, No. 1, February 2013

60



  

SVM : Grain
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(d) Category „Grain‟ 

SVM : Money Foreign Exchange
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(f) Category „Money foreign exchange‟ 

Fig. 2. The patterns of results observed where SemC were able to capture 

the intrinsic characteristics of the training set. 

By eliminating ambiguous training documents in SemC, 

SVM was able to form the optimal feature set in supporting 

the categorisation of new testing set documents. SVM has 

demonstrated its strength: high dimensional feature spaces, 

few irrelevant features (dense concept vector), and sparse 

instance vectors [14]. 
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Fig. 3. Category „earnings and earning forecast‟. 

A further observation of the category by category 

empirical results has shown that, by employing a smaller set 

of features, SemC was able to perform significantly better for 

9 out of 10 categories compared to using full training set (Fig.  

2). When the reduction degree was very high, SemC 

performed marginally worse for a category (Figure 3). Our 

manual analysis of the document showed that for 

Miscallaneous categories, SemC‟s high level reduction 

causes SemC to filter out distinct examples in the training set. 

By having too high of a reduction also, negative examples 

tend to overshadow positive examples making positive 

examples less dominant. 

V. CONCLUSION 

Hence, our proposed method: Semantic Characterisation 

(SemC) has shown to be able to extract semantic information 

to make better use of the semantic information employed by 

human which reflects an experts‟ mental model. In other 

words the application of implicit information about document 

assignment to category can enhance performance of 

classifiers. The benefit of this approach to supervised ATC 

systems is in the resulting reduction in training set documents. 

SemC addresses problem generally faced by supervised ATC 

like class relationships, closely related documents (synonyms 

words) and acquisition of semantic meanings in datasets. 
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