
  
Abstract—The concept of a supply network generalizes 

supply chains, web, multi-media communication networks, and 
complex technological projects. A problem investigated in this 
paper is to minimize the economic loss caused by failures and 
other undesired events in the network. This is done in two steps: 
first, we find most informative network components and, then, 
select the optimal set of risk-preventing activities. 

 
Index Terms—Risk analysis, supply networks, most informa-

tive components, information gain, entropy . 
 

I. INTRODUCTION 
A supply network is a set of sites or facilities or other re-

lated entities connected by transportation links whose func-
tion is the processing or procurement of raw material or in-
formation products, transformation of the latter products 
into intermediate and finished (material or information) 
products, transportation and distribution of the finished 
products to the customers (see Fig. 1). 

This concept generalizes the original concept of a supply 
chain, where mainly material flows are arranged in linear or 
tree-type network structures. Other notable examples of the 
supply networks are the web, multi-media communication 
networks, and large-scale technological projects ([10], [9], 
and [7]). The definition of a supply chain given by [13], that 
combines several known definitions, also nicely defines the 
supply network:  

 “The management of  material, information and finan-
cial flows through a network of organizations (i.e., suppliers, 
manufacturers, logistics providers, wholesalers/ distributors, 
retailers) that aims to produce and deliver products or ser-
vices for the consumers. It includes the coordination and 
collaboration of processes and activities across different 
functions such as marketing, sales, production, product de-
sign, procurement, logistics, finance, and information tech-
nology within the network of organizations” ([13], p. 453).  

An important task in managing supply networks is to 
simplify the network structure aiming to minimize the net-
work dimension and size (which, in turn, minimizes the data 
storage and simplifies computations) without a meaningful 
harm to the network goals and customer requirements. A 
major challenge in this respect is to select most meaningful 
and informative network components. A specific problem 
investigated in this paper is to minimize economic loss with-
in the network caused by different failures and undesirable 
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events in the network (e.g. an unexpected increase in market 
prices, equipment breakdowns, shortages in stock, etc). This 
is done in two steps: First, we find most informative net-
work components and, then, select an optimal set of risk-
preventing strategies.  

We propose an information-theoretic approach to decreas-
ing the size of the supply network based on measuring the 
information impact (information gain) of sub-systems. This 
is an informational impact of each node in the network 
which permits us to select the “most important” components. 
We measure the information gain of each sub-network with 
the help of different information measures, such as the en-
tropy, Gini index, and the twoing function.  

When selecting the optimal set of risk preventing strate-
gies we use the found information gain of each component 
in combination with the cost and economic impact of each 
risk preventing strategy. The optimization knapsack-type 
problem will model the selection process, in which a portfo-
lio (a set) of selected strategies will provide the maximal 
economic impact (the maximum decrease of economic 
losses) with a given budget being taken into account.  

In the next section, we define risks related to the econom-
ic loss in the supply network caused by different failures and 
other undesirable events. In Section II we define the infor-
mation gain measures widely used in information theory and 
data mining; they will be used as tools for solving the prob-
lem of minimizing the economic losses introduced in Sec-
tion III. Section IV provides a case study related to a health-
care supply chain. Section V concludes the paper. 

According to [12] (as well as to a common sense), risk is 
“a situation in which it is possible but not certain that some 
undesirable event will occur”. There is a plethora of other 
definitions. Most of the risk evaluation approaches from the 
management point of view include the probability of an un-
desirable event and the impact and/or severity of how a dis-
ruption affects the flow of products, money and information 
across organizations in a supply network ([6]).  

Following [9], we will estimate the risk of economic loss 
in a supply network by considering two measures: (i) proba-
bility of a failure or other unpleasant event, and (ii) impact 
of the failure (risk event) mainly expressed as an expected 
loss value in a monetary form. 

 

II. RISKS AND INFORMATION GAINS IN NETWORKS  
The supply network is assumed to be consisting of sub-

networks some of which are elementary components whe-
reas some other are subsystems composed of several com-
ponents. The problem analysis starts with the design of a 
decision tree T which is, in fact, a simplified model (or, in 
other words, a re-configuration) of the considered supply 
network. 
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 Fig. 1. A typical supply network. 

 
The main idea is that the tree T represents a hierarchy of 

the supply network; it is constructed sequentially layer after 
layer, in a top-down fashion. Each node, denoted as v, 
represents a sub-network J, while child nodes of v are com-
ponents of the sub-network J. The most top node (a “root”) 
of the tree contains a small number of children nodes. High-
er layers of the tree have a much smaller number of nodes 
than the lower layers.  

For instance, a tree root for the network in Fig.2 below 
may have five nodes corresponding to the main blocks de-
picted in the figure. It is worth noticing that since the tree T 
is constructed in a top-down fashion there is no need to 
break-down the sub-networks in the tree into excessively 
small parts. Speaking differently, a network designer or a 
decision maker can stop the process as far as the tree size 
reaches a pre-specified limit assigned a priori.      

Like [2], we are concerned with technological organiza-
tional and informational sources of risks. We treat them as 
attributes assigned to different components of the supply 
network. In what follows, we call them risk factors. . They 
can be either binary or numerical or ordinal. For simplicity, 
we consider below only binary ones. 

A key concept in our approach for defining the risk fac-
tors is an event list; this is a list of situations (events) occur-
ring in the supply network (during a certain period) each of 
which has led or did not led to the total failure of the sub-
system considered, and, in turn, to a considerable economic 
loss. The event list is a table whose rows are events and col-
umns are risk factors.  

Each event list is formed for a separate sub-network. Each 
row represents a situation that has happened at a certain date 
or during a certain period at the sub-network under consid-
eration. The row components, except for the last one, are the 
factor values; we use symbol f as a factor index, F is the 
number of factors, and F+1 is the row length. The last com-
ponent in a row depicts an event outcome: it is either 1, 
which means that the subsystem is out-of-order (or, in other 
words, the situation is risky), or 0 which means that the sub-
system in the considered situation works well (not-risky).  In 
the former case we say that the corresponding event is “of 
class 1”, in the latter case – “of class 0”.  

The value of the f-th risk factor in any row, say in row r, 
is 1 if this factor has occurred in the event described by the 
row r, and 0 otherwise. To illustrate this concept, let us con-
sider a healthcare supply network described in more detail in 

Section IV. One of the risk factor considered is “a mistake 
in forecasting the required demand”. It may happen that for 
a certain event (say, the event which is represented by row 1 
in the event list) this risk factor takes place whereas for 
some other event (e.g., the event which is represented by 
row 2) this factor does not occur. In the former case the val-
ue of this factor in row 1 is 1, in the latter case it is 0 in row 
2. Notice that the outcome of each of the rows considered 
may be either 1 or 0 depending on the combination of all 
factors in the row. More than that, even all the factors in a 
row may be 1 while the outcome of this row maybe 0 (that is, 
not-risky). One can observe that, in fact, the event list is 
similar to the training set in data mining. 

Consider a fixed node v and the event list corresponding 
to this node. As far as the collection of records in the event 
list is known, a factor f (f = 1,…, F) is called a risk-driver in 
a row,  if the factor value in this row is 1, and the row out-
come is 1, as well. (Speaking informally, if a factor is a risk 
driver in a row, it can be a reason for a failure happened in 
the row). Notice that the fact that a factor f is the risk driver 
does not claim that the factor causes the risky event but ra-
ther it indicates at such a possibility. For each f, we can 
compute Nv( f) - the total number of those rows in the event 
list corresponding to node (sub-network) v in tree T in which 
f is the risk driver. We compute the relative frequency pv(f|1) 
of cases where factor f (f = 1,…, F) is the risk-driver for the 
entire list as follows:  

1

( )( /1)
( )

v
v F

v
f

N fp f
N f

=

=

∑
                        (1) 

Then the risk-related node informativeness (later on 
simply called the informativeness) is defined as the amount 
of information I contained in the node.  

For our aim, I can be any information measure employed 
in information theory and data mining (e.g., the Shannon 
entropy, index Gini, classification error, or the twoing func-
tion).  

One can easily observe that ∑f pv(f|1)=1. Then the Shan-
non entropy at node v is defined as follows: 

 
I(v) = Entropy (v) = - ∑f  pv(f|1) log pv(f|1).              (2) 

 
If I is the Gini index  at node v then 
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I(v) = Gini (v) = 1 - ∑f  pv(1|f).                     (3) 
 
If I is the classification error at node v then 
  

I(v) = error(v) = 1 - maxf  pv(1|f).                     (4) 
 
If I is the twoing function then   
    

I(v) = TF(v) = (w(L)w(R)/4) ∑f | pv(1|L) - pv(1|R) |,    (5) 

where L and R stands, respectively, for the left and right 
daughter node of v . 

The informativeness I being defined, the information 
gain (a “goodness”) of sub-network v, G (v) is found as 
follows:  

G (v)= Σi wi I(child_node_vi) - I(parent_node v) ,      (6) 

where wi is the weight of the child node i defined as follows: 

wi = n(vi)/nv.                                    (7) 

Here nv is the number of rows  in the event list corres-
ponding to parent node v, and n(vi) is the number of number 
of rows  in the event list corresponding to the child node vi 
(we assume that event list gathered for any parent node is 
the union of the event lists of the children nodes). 
   When value of G (v) is small there is no sense to break a 
parent sub-system into a set of children sub-systems whereas 
if G(v) is big such division is meaningful.  

It is impractical and unnecessary to construct the entire 
decision tree T of the supply chain which may have, in its 
full form, thousands nodes. The constructing process goes 
from top down, layer after layer, with the information gain 
of each node being computed during this process. A thre-
shold value h0 for the information gain is assigned by a deci-
sion maker in advance. Then the nodes whose information 
gains are smaller than h0 are discarded and thus, the tree size 
can be essentially reduced from the initial design T  to a 
new tree, denoted by T’.   

 

III. SELECTION OF RISK-PREVENTING ACTIVITIES 
After the supply network size is reduced, risk-preventing 

strategies are defined in each node of the network.  
Assume that we have K types of different risks) (for ex-

ample, technological, informative, organizational, etc.) and 
S types of risk-mitigating strategies. For each strategy s, 

1, 2,...,s S=  the following parameters are assumed to be 
given: strategy cost Csk if strategy s applied for mitigating 
risk of type k; expected decrease in loss Dsk if strategy s is 
applied for mitigating risk of type k, and the total budget B 
for carrying-out all risk-preventive and risk mitigating activ-
ities.  

Then the problem of optimal selection of risk-preventing 
and risk-mitigating activities aimed to maximize the sum of 
prevented losses Dsk  (and, therefore, minimizing the ex-
pected economic loss) can be formulated as the knapsack 
problem. 

A. The Multi-Dimensional Knapsack Problem 
Let us introduce the following notation: 

• s - strategy (activity) index  
• k - risk type index 

• Dk - expected decrease in loss due to applying all 
activities for mitigating risk of type k 

• ωk - threshold (lower bound) for the required 
decrease in loss caused by risk of type k;  

The multi-dimensional knapsack problem is formulated 
as follows: 

Maximize expected decrease in loss 

          D = 
∑∑

= =

K

k

S

s1 1  xsk Dsx  
subject to  

Dk =  1

S

sk sk k
s

x D ω
=

≥∑
, Kk ,...,1=  
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= =

K

k

S

s1 1 Csx xsk ≤ B 

  xsk  = 1 if strategy s is selected for mitigating risk k,                          
        = 0 otherwise.   

The first constraint requires the minimum level of risk 
preventive activities to be carried out; the second one is a 
budget constraint.  

For solving this problem, one can apply any of the stan-
dard solution methods developed in literature for the knap-
sack problem (see[11], and[8]). In particular, in our study 
we have used a fast greedy heuristics for prioritizing the 
variables based on ranking decrease-to-cost ratios. Some 
numerical results related to a real-life problem are given in 
the next section.    

  

IV. CASE STUDY: THE SUPPLY CHAIN CLALIT 
Large-scale medical supply chains constitute a special 

class of supply networks. They are characterized by signifi-
cant social benefits, high monetary value, and intolerance of 
failures which result in medical item unavailability.  

To illustrate the potential for the network size reduction 
and risk mitigation in this study, a special supply network 
has been considered. It is a large scale healthcare supply 
chain for the health maintenance organization called Clalit. 

The Clalit Health Maintenance Organization (HMO), he-
reafter, Clalit, is the second-largest HMO in the world and 
the largest health organization in Israel. Its structure is pre-
sented in Fig.2. Clalit’s services are provided to a popula-
tion of 3.8 million users through a network of 1,300 clinics, 
14 hospitals, and 650 pharmacies, as well as hundreds of 
institutes and laboratories nationwide. Clalit employs about 
32,000 workers. In this study, Clalit is modeled by a supply 
network whose main sub-networks are: 

• Raw material suppliers 
• About 350 manufacturers/finished product suppliers 
• Three distribution centers 
• 14 hospitals, 650 pharmacies and 2,400 clinics  
• 3.6 million end customers.   

To clarify the presentation, the numerical example is sim-
plified. An initial hierarchical tree T with 30 nodes has been 
constructed top-down. After the nodes with small informa-
tion gains have been discarded, twenty most informative 
nodes remain. For each of them, possible risk mitigating 
strategies have been found out. Then the set of most effec-
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tive risk mitigating strategies (activities) has been found by 
solving the corresponding knapsack problem on the obtained 
reduced network. For each activity we examined the para-
meters that were indicated in Section III. The model in-

cluded a budget limit that made it applicable in practice. 
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Fig. 2. The healthcare supply network Clalit. Locations of the most important activities are marked by black points. 

A. Description of Activities 
Activity 1: Setting the optimum period of replenishment 

(for distribution centers and pharmacies) based on research 
and recommendations conducted by [5].  

Activity 2 – 9: Eight activities for improving forecasting 

processes related to specific item profiles, for high monetary 
volume items.   

Activities 2 and 3: Planning of new and out-of-date medi-
cines in terms of item lifecycle.  

Activities 4 and 5: Removal of peaks and dips in demand 
forecasts to reduce uncertainty.  
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Activities 6 and 7: Noise detection and filtering noises as 
a cleaning process for improving the forecasting.   
Activities 8 and 9: Analysis and optimization of items' 
lifecycle. 

Activity 10: Using pharmacies' and hospitals' orders in 
queue as part of the replenishment order calculation. 

 
 
 

TABLE I: INPUT DATA FOR THE CASE STUDY 

Activity 
Number Activity 

Improvement 
per month [$]

Standard 
deviation of 

improvement 
[$]

Improvement 
investment 

cost per 
month [$] Savings [$]

Activity 1 Setting periodic review time 50,676             7,601              -21,622             29,054            
Activity 2 Phase in/out 'high volume high variety' 7,813               391                 -1,028               6,785              
Activity 3 Phase in/out 'high volume low variety' 2,622               131                 -730                  1,892              
Activity 4 Peaks/dips removal 'high volume high variety' 7,814               391                 -514                  7,300              
Activity 5 Peaks/dips removal 'high volume low variety' 2,622               131                 -912                  1,709              
Activity 6 Noise detection 'high volume high variety' 7,814               391                 -1,028               6,786              
Activity 7 Noise detection 'high volume low variety' 2,622               131                 -1,635               987                 
Activity 8 Life cycle management 'high volume high variety' 7,811               391                 -2,056               5,755              
Activity 9 Life cycle management 'high volume low variety' 2,622               131                 -3,269               -648               
Activity 10 Extra backlog picking lines 8,516               852                 -7,559               957                 

Activity 11
2 days of stock are invested in safety stock to 
backup stdv in lead time 8,415               841                 -5,405               3,009              

Activity 12 Fail because of inaccurate system parameters 2% 5,740               1,148              -946                  4,794              
115,083           -46,704             68,380             

 
Activity 11: Increasing safety stock to support lead time 

fluctuations; analysis of investments in stock versus reduc-
tion of backlogs.  

Activity 12: Preventing organizational and administrative 
bureaucracy in replenishment processes. About 2% of reple-
nishment processes was discovered to fail due to inaccurate 
administration.   

The contribution and investment required by each activity 
are described in Table 1. The optimal solution to the knap-
sack problem contains 12 activities indicated in Fig. 2. The 
example shows that by a monthly investment of 170,000$, 
the expected total decrease of economic loss is 233,400$ per 
month, so the net savings are about 60,000$. 

 

V. CONCLUSION 
The paper presents a framework for the information-gain 

based selection of most informative components in supply 
chains and reducing losses due to failures and undesirable 
events. We are aware that there exist other ways of measur-
ing the node informativeness in graphs and networks (see, 
e.g.., [1], [3], and [4]). However, a theoretical and practical 
comparison of these approaches falls out of the scope of this 
paper 

The suggested approach can be extended to treat different 
types of input data and different classes of risks under un-
certainty. In particular, the analysis of stochastic and fuzzy 
measures for risk assessment and node informativeness as 
well as the design of practical solution methods for corres-
ponding stochastic and fuzzy knapsack problems are major 
directions for future research.  
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